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Abstract

This text discussesa proposalfor creation and destructionof neuronsbasedon the sensory-motor
activity. This model, calledensory-motor schema, is used to define a sensory-motor agerd eallection
of activity schemataThe activity schemgpermitsa usefuldistributionof neuronsin a conceptuakpace,
creatingconceptshasedon action and sensationSuchapproachis inspiredin the theory of the Swiss
psychologistandepistemologisfeanPiaget,andintendsto makeexplicit the accountof the processesf

continuousnteractionbetweersensory-motoagentsandtheir environmentsvhenagentsare producing
cognitive structures.

1. Introduction

The notion of an autonomous agent plays a central role in contemporaneousesearchon
Artificial Intelligence[3]. Cognitive agents are basedon symbolic processingmechanismsReactive
agents are basedon alternativecomputationalmechanismdike neuralnetworks,analogicprocessing,
etc. The alternativeapproachusing autonomousagentsbasedon hybrid mechanismshas not been

extensivelyexplored,and the questionof how to proceedfor combining symbolic and non-symbolic
mechanisms is an up-to-date research topic.

Our work [6] [1] is orientedtowardsJeanPiaget’'sGeneticPsychologyand Epistemology{5].
According to that perspective,the two kinds of mechanismsare coordinatedby the so called
equilibration mechanism. The characteristi®f this kind of coordinationis thatthe symbolicmechanism

resultsfrom an elaboratedconstruction,called reflexive abstraction [5], basedon elementsgiven by
non-symbolic mechanism.

The sensory-motor mechanism is based on Kohonen's non-supervised neural rigjveodten
geneticalgorithms|[4], that were combinedfor reproducingthe main structureof the sensory-motor
level, called sensory-motor schema [5]. This combinedmechanismis usedto build neural networks
capable of self-adaptation in changing environments.

2. Activity Schemata

A signal is definedas a rational value between0 and 1. A generalized signal is definedasa
rationalvaluebetween1 and1. An alphabet of generalized signals with a p digits mantissas denoted

by G,. A sensorial entrg” is defined as a signal strir®). Thei-th signal of €" will be denoted bye".



A genetic alphabet A is defined as A=S,[I{#}, where #denotesan improper element. The
operationdifGene : S, x A — Nat, is definedby difGene = As.Ag.(if g = # then 1/3 else ABS(s-g)). The
operationsumGene : AxG, - A is definedby sumGene = Ag.As.(if g=# then # else g+s). The operation
that adjustsa gene glJA to a signal sLJS,, rated by a learning value a is given by: adjustGene:
AxS xS, - A, whereadjustGene = Ag.AsAa.(if g=#then # else g + (g-9)*0/2).

A chromosome is a string<ay, a, ..., 8> 0 A". Thesimilarity betweera sensoriakentrys' 0 SP

anda chromosome" O A" producesa valuethat correspondso the averageof the applicationof the
function difGene to the genesof ¢" andto the signalsat the correspondingpositionsat s'. The function

similarity : SP x A" _ Nat is given by: similarity = As'.Ac". [ZdifGene(s”,cI”)]/n. The operation
=1

crossover : A"xANat — A"xA" is definedby crossover = AX". AY". Ar. (ifr = nthen ( X", y") dse
<Xy X Y s Yn > <YLY X - X0 > ). A vector of mutation is defined as a string of
generalizedsignals from G,. The operationvmut : SxSxS,—Nat createsa vector of mutation
respectinghe following restrictions:(i;*t) valuesare generatedy a randomfunction on the interval [-
i, +i] and ((1-,)*t) values are generated on the interval [-is+is]. Therefore, vmut =
Al Az Al At.<randomSgnal(is,iziz)1, ..., random3gnal(i,iz,is) >. Mutation consistsin the application
of sumGene to the genesof a chromosomec” 00 A" with the valuesof a vector of mutationv" 00 G;.
Formally, mutation : A" xGJ — A" is defined by mutation = AcN AVD .< sumGene(c/,v;), ...,
sumGene(c;, Vv, ), sumGene(c,,V,)>. Thereproduction of a pair of chromosomes is an operationthat
generatesa new pair of chromosomesilt’s given by the function reproduction : A" x A" - A" x A"
where reproduction = Acl" Ac2" .(let i = random*n, let v1I" = vmut(0.1,1.0,0.2) let v2" =
vmut(0.1,1.0,0.2)in (let (p1",p2") = crossover(cl" ,c2" ,i) in (mutation(p1"” ,v1" ), mutation(p2" ,v2"
)))-

A neuronis definedasa pair <c",|>, wherec" 0 A" andl O S,. The elementl correspondso an
activationthresholdfor the neuron,that is, an excitationlevel abovethat the neurontriggers. The
domainof neuronsof sizen will be denotedby: Neuron" = A" x S,. The operationapplication : S, x
Neuron” — is definedby application = As".Ar".max(0, similarity(s", chromosome(r")) - threshold(r")).
The adjustment of a neuronto a sensorialentry is given by the adjustmentof eachof its genes.This
function is given by: adjust : Neuron” x SS xS - Neuron”, where adjust =

A<c"I>A€" Ao .<<adjustGene(c, € ,a), ...,adjustGene(c!,e" ,a)>,1>.

A schema consistof atuple<<cp, Ie>, <cj, lo>, @", a, v>, where<c], |g > is a sensoriakentry
neuron,<cj, lo > isagoalneuron, a" 0 A" is anactionchromosomea [ S is a learningvalue,andv
00 S, is anevaluationvalue. The schematalomainwill be denotedby Schema™™ = Neuron" x Neuron" x
A" x S, x S,. Thetraining of a schema is giveoy training = Aesq"™As..A s . <adjust(entry(esg™™), st,
learning(esg™™)), adjust(goal(esq™™), s, learning(esg™™), action(esq™™), learning(esg™),
evaluation(esq™™)>. The functionattenuation : Schema™ x S, - Schema™™ is definedby: attenuation =
Aesg™™. Ae. <entry(esg™™), goal(esg™™), action(esg™™), € x learning(esq™™), evaluation(esq™™)>. The
function re-evaluation : Schema™™ x S7 x S7 - Schema™ is given by re-evaluation = Aesq™™. As;.
Asl. <entry(esg™™), goal(esg™™), action(esg™™), learning(esg™™), (evaluation(esg™™) x (1 -
similarity(sy, entry(esg™™)) + similarity(s), goal(esg™™)) * similarity(s, entry(esg™™)))>.



Letel™™=<<cl,|1, >, <c1y,11,>, al™, al, v1>ande2™™= <<c2},12.>, <c20,12,>,a2"™, a2,
v2> be schemataThe reproductionof the schematael™™ and e2™™ must originate a new pair of
schemata&3™" = <<c3},13.>, <c3},13,>, a3™, a3, v3>anded™" = <<c4y,14.>, <c4},14,>, a4 "™, a4,
v4> on the following way. (a) (c3t,c4:) = reproduction(cli,c2t); (b) (c33,c4)) =
reproduction(cly,c2y); (c) (a3™a4 ™) = reproduction(al ",a2 ™); (d) The pairsof activationthreshold
(13c,14.) and(13,,14,) canbegeneratedrom (11;,12.) and(l1,,12,) by the usualgeneticprocess{e)

The valuesa3 and a4 mustbe fixed nearto their upperbound;(f) The valuesof v3 andv4 mustbe
fixed at an arbitrary value lower than 1/3.

A population consistsof a set of schemataThe function selection : Population™™ x S -
Schema™™, is givenby selection = AQ"™AS".(e"" such that €' is selected among the schemata of Q™™

with probability given by: aplication(e™™,s") / zaplication(ej "msM).
=1

3. Non-Supervised Sensory-Motor Agent

A non-supervised sensory-motor agent will be defined as a set of sensorsgeffectorsand a
populationQ™". An agentlives in an environmentE™", that providesn signalsto the agent’ssensors,
and it suffers actions composedrygignals coming from agent’s effectors. An agent may be debgted
A" =<Q"e™> whereQ"™" is apopulationande™ are signalspresentin the agent’seffectors.The
agent’senvironmenimay be denotecby E™" = <R™" ">, wheres' is a setof entry signalsfor the agent,
andR™ is a setof environmentschematalet 53, 0 S) and gj1 S be representationsf signalsat

time t. Then,<Qj™, €};>, is aninstant description of a cognitive agent, and <Rj", §;,> is an instant

description of an environment. The working of a non-supervisedensory-motoagentA™™ = <Q™™ e™
in an environmenE™" = <R™",s"> is given by the following algorithm:

Step 1. Selection. Theagentobserveshe sensoriakentry s, providedby the environmentThen
the agent selects a winner schema for activatiowibyer, ;™= selection(Q3", s;;)

Step 2: Activation. The agentactivateswinner;™ by putting on the correspondenpositionsin
g1y the proper signals (those different of #) of the chromosactien(winner; ;™).

Step 3: Adjust. The agentadjuststhe weightsof the entry andgoalneuronsaccordinglyto the
dataprovidedby the environmententry(winnerg™) := adjust(winnerg™, sy, learning(winner™); and

goal (winner;™) := adjust(winnery™, s}y, learning(winnerg™).

Step 4: Attenuation. The agentdecrementshe learningvalueto attenuatinghe adjustingrate
of the schemawinner;;™ := attenuation(winnery™, 0.95).

Step 5: New evaluation. The agent observesagain the sensorialentry after the effectors
activation. Let this observationbe representedby s),;. The agentcalculatesthe new evaluationof
winner ;™ by winner ;™ := re-evaluation(winner g™, s, Sty )-

Step 6: Reproduction. If the re-evaluation of vvinner[”]*m reduced the value of
evaluation(winner ™), thenthe agentmakesthe reproductionof winner;™ with anotherschemagiven
by selection(Qgyy, §y)- The agentaddsthe new pair of schematdo Qgy), andeliminatesfrom Qg the

two schemata with the smallest valuesvipand then returns to the step 1



The constantadjustmenbf goal neuronsancrementgyraduallythe evaluationof manyschemata.
In somemoment,however the actiona™ appliedto a certainentry may not productthe desiredeffect,
lowering the schemaevaluation,and performing the role of a perturbation, as definedby Piaget[5].
Thoseperturbationsdbegin schemataeproduction(Piagethas called this processdifferentiation). The
reproductiondoesn’tdestroythe schemathat hassufferedthe perturbation but the schematawith the
lowestevaluation.Thus,the perturbedschemas maintainedanda pair of new schematas createdby
reproduction.Thesenew schematawill try to compensatéhe perturbation.in the caseof reproduction
with the perturbedschemathe weightedselectionof schemataof highestvalueis in accordwith the
geneticalgorithm process.This makesthe agentto searchsomegood schematan order to try to
accommodate the perturbation.

The interactionprocessbetweenagentand environmentmay be thoughof asa process
going on throughthe evolution of the systemAgent x Environment, representedy <A™ E™>. The
evolution of this pair is denotedby a sequenceof cycles of the form <<Qy", €} > < RY", s, >>

nm ~m mn n m m mn n n,m m m,n n
~a<<Qu 8oy > <Ry 80 >> > e<<Qu §ug > < Riy 1 e 2> - a<<Quy Gy > < Retgy g >>
where - , representstepsof the agent’sworking, and - . representstepsof the environment’s
working.

The sequenceof those stepsdescribesthe join working of the pair agent/environmentlit
indicateshow agent’sactionsmodify its environmentand how thesemodificationsaffectsthe agent’s
schemata,and consequentlyit's sensory-motorcapacity. Thus, it representsthe agent’s cognitive
development,n interactionwith its environment,and captures,in a certain sense,some processes
identified by genetic epistemology.

4. Conclusions

The schemamechanismapproximatesa certainkind of humanclassificationmethod.Concepts
are associatedo schemataand schemataare built from observablesactionsand goals.If the action
reachesthe schema’sgoal, then the observablebelongsto the conceptassociatedo the schema,;
otherwisethe schemamust be differentiated.The differentiationoccurswhen a couple of schematas
geneticallyreproducedIn this casethe action,observablesind goalsare recombinedor creatingnew
schematawhich try to betterrepresenthe activity structurerelatedto the environmentabbjects.The
geneticmechanisms responsibldor finding the bestconfigurationsfor the tuple observable x action x
goal.

5. References

[1] COSTA, Antdnio Carlosda RochaMachine Intelligence: Sketch of a Construtivist Approach. Ph.D. Thesis,Porto
Alegre: CPGCC-UFRGS, 1993.

[2] DAYHOFF, Judith ENeural Network Architectures - an introduction. New York: Van Nostrand Reinhold, 1990.

[3] DEMAZEAU, Yves, MULLER, JeanPierre Decentralized Artificial Intelligence 1. North-Holland, Elsevier Science
Publishers, 1990.

[4] HOLLAND, JohnAdaptation in Natural and Artificial Systems. University of Michigan Press, 1975.

[5] PIAGET, JeanThe Equilibration of Cognitive Sructures - The Central Problem of Cognitive Development. Rio de
Janeiro: Zahar, 1976.

[6] WAZLAWICK, RaulS. An Operatory Model for Knowledge Construction. Ph.D. Thesis,Florianépolis:PGEP-UFSC,
1993.



